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Applications of AI in automotive industry 

Top questions and concerns 

5 techniques to build confidence through design
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The use of AI for engineered systems in Automotive continues to grow 

(Subaru) ROM
AI ROM to decrease time for 

Transmission Control system analysis

(KPIT) Virtual Sensor
Battery SOC and SOH Estimation using a 

Hybrid Machine Learning Approach 

(APTIV) Data Generation
Converting test data to simulation using AI
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Questions and concerns we need to answer to build confidence

1. Are we using the best available AI model ?

2. How can we test impact of adding AI-based component to my system design ?

3. Do I have enough compute and memory to use an accurate AI model ?

4. Is it possible to verify and validate the AI model ?  

5. Can I use my target hardware during development?
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AI Modeling

System-level Simulation

Memory and Execution Time

Verification and Validation

Testing on Hardware
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Today we’ll focus on Virtual Sensor modeling use case

6

System 

measurements

Estimated 

quantity

Virtual Sensor

A Virtual Sensor mimics a physical sensor using data from other 
measurements to estimate the quantity of interest
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A physical sensor may be: ▪ Expensive

▪ Slow

▪ Noisy

▪ Unreliable

▪ Not feasible

▪ Unmanufacturable

▪ Degrading over time

▪ Requiring redundancy

▪ etc.
7

Why are virtual sensors relevant ?
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AI Virtual Sensor for Battery State-of-Charge Estimation 

8
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Questions and concerns we need to answer to build confidence

AI Modeling

System-level Simulation

Memory and Execution Time

Verification and Validation

Testing on Hardware

5 keys to building confidence
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Two ways of leveraging AI in MATLAB and Simulink

Build your own models Leverage models from 

research
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Build, run, or fine-tune models locally

PyTorch Importer

TensorFlow Importer
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Create a white-box model from scratch in MATLAB

12
Low Code AI Model Development
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Programmatically create model in MATLAB

13
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Discover the latest pretrained models – on GitHub

▪ Quick reference to over 60* pretrained models in:

– Computer Vision

– Natural Language Processing

– Audio

– Lidar

– * New models added every month

MATLAB Deep Learning Model Hub

14
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Run experiments to find the best AI model 
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Spectrum of ways to leverage AI models

Build, run, or fine-tune 

models locally

Connect to top performing

models in the cloud
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Connect to top performing models in the cloud

Leaderboard: https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard  

Text Generation Models

Create internal assistants that have 

knowledge about internal documentation

Image Generation Models

Generate images to test robustness of systems

Manuals

What should I 

do if I receive 

an error code 

3402 on my 

control unit?

https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard
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Questions and concerns we need to answer to build confidence

AI Modeling

System-level Simulation

Memory and Execution Time

Verification and Validation

Testing on Hardware

1. Access and explore state of art AI models

5 keys to building confidence
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Use Simulink to create a system-level model that incorporates the AI 
virtual sensor

Battery

ECU Battery 

Management System

LogicLogic

State of 

Charge 

(SOC) 

estimation

SOC cannot be 

directly measured 

from the battery!

Battery 

plant

Load

19
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Virtual sensor for Battery State of Charge (SOC) estimation

Inputs
Voltage

Current

Temperature

Outputs

Battery SOC

LogicLogic

SOC 

estimation

Extended 

Kalman filter

Why AI over Kalman filtering?

▪ No need of an internal battery model

▪ Training directly on measured data

▪ Capture very complex data relationships

AI

20
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Regression and classification blocks

And more (incremental and cluster analysis blocks)

(Statistics and Machine Learning Toolbox)

Neural network classify and predict blocks

And the list of layer blocks

(Deep Learning Toolbox)

Computer Vision Toolbox

Audio Toolbox

System Identification Toolbox

21

Simulink now includes more AI blocks for more applications

Co-execution blocks

AI core Specialized

https://www.mathworks.com/help/stats/referencelist.html?type=block&category=code-generation
https://www.mathworks.com/help/deeplearning/ug/list-of-deep-learning-layer-blocks.html
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Perform baseline testing in simulation 

Baseline Data

Ground truth

e.g., lab measurements

Simulation Output

Prediction results 

vs.

Measured

Estimated

?

Voltage

Current

Temperature

…

Use Data-Driven Tests in Simulation to Assert Accuracy
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Perform back-to-back testing on model behavior

Test equivalence of model behavior from desktop simulations to SIL/PIL/HIL

Different 

Simulation Modes
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Questions and concerns we need to answer to build confidence

AI Modeling

System-level Simulation

Memory and Execution Time

Verification and Validation

Testing on Hardware

1. Access and explore state of art AI models

2. System-level testing to assess impact of 
adding AI component 

5 keys to building confidence
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Reduce model footprint and accelerate inference of DL models 
for deployment to the edge

“my model is 40MB, I needed it to be 

less than 10MB to fit.”

“model is 600kb and want to 

reduce it to 300kb. If I'm not fitting 

it in, I don’t have a working solution”

Structural 

Compression

Data Type 

Compression

AI model

600 KB

300 KB
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Fine tune using projection-based model compression techniques

Similar 

Accuracy 
93% Smaller Faster
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Apply pruning to a variety of AI model types to reduce memory footprint

Pruning

~4x Memory Reduction

<5% Accuracy Reduction

Equivalent Accuracry 
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Quantize deep networks to 8-bit scaled integer data types
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Deploy compressed model using automatic code generation 

Code 

Generation

CPU

GPU

µC

FPGA

oneDNN 

Library

ARM Compute 

Library

Any CPU

No Library needed

Generate code for AI 

model + pre- and post-

processing

Performant multi-processor deployment

Model compression 

(pruning, projection 

and quantization)
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Perform trade-off analysis between AI and traditional techniques

Trade-Off Analysis of Different Models
(Non-AI vs. Different AI Models)

Kalman Filter AI Model
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Questions and concerns we need to answer to build confidence

AI Modeling

System-level Simulation

Memory and Execution Time

Verification and Validation

Testing on Hardware

1. Access and explore state of art AI models

2. System-level testing to assess impact of 
adding AI component 

3. Model compression, trade-off studies, and 
leverage automatic code generation

5 keys to building confidence
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Neural networks can misclassify inputs due to small 
imperceptible changes

+

Bicycle δ

=

Pole
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Neural network verification provides formal evidence that 
your model behaves as intended

δ

verified

unproven

violated

https://www.mathworks.com/matlabcentral/fileexchange/118735-deep-learning-toolbox-verification-library
https://www.mathworks.com/matlabcentral/fileexchange/118735-deep-learning-toolbox-verification-library
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Perform formal verification to test robustness 

AIInputs Output

+/- δ
Perturbation

Robustness against Input Perturbation

δ ?
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Check for out of distribution values to ensure safety 

Investigate this.

AI
PredictorInputs

“Output”

Out-of-Distribution

Detector “OOD!”

Out-of-Distribution Detection
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Integrate and test your AI model with Simulink with a 
Runtime Monitoring System

In-distribution Out-of-distribution 
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Class Activation Mapping

Occlusion

Local Interpretable Model-agnostic 

Explanation (LIME)

GRAD-CAM, Shapley Values

GRAD-CAM for 1-D

Fairness Metrics, Neuron Coverage 

Bias mitigation using fairness 

thresholder for binary classification

Fairness metrics comparisons

Multi-point Shapley values/plots

Explain object detectors using D-RISE 
37

Explain & Visualize how a Model Works

There are visualization techniques to investigate and explain model predictions. 

Which features did a model use to make a prediction?

What are the main features found in each of the layers? 
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There is an increased focus in government regulation and certification efforts 

Automotive Aerospace Medical Devices
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Published first reference application on developing system with AI 
component to comply with DO-178 
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Questions and concerns we need to answer to build confidence

AI Modeling

System-level Simulation

Memory and Execution Time

Verification and Validation

Testing on Hardware

1. Access and explore state of art AI models

2. System-level testing to assess impact of 
adding AI component 

3. Model compression, trade-off studies, and 
leverage automatic code generation

4. Verify robustness and test for out of 
distribution

5 keys to building confidence
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Generate Library-Free C/C++ Code for AI Models

41
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Processor-in-the-Loop Testing on ARM Cortex-M7 Processor

42

Arm® Cortex®-M

Code generation 

from algorithm

Deployed code 

communicates with 

simulated plant

NXP S32K344 

board
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Processor-in-the-Loop Testing on ARM Cortex-M7 Processor

43
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Questions and concerns we need to answer to build confidence

AI Modeling

System-level Simulation

Memory and Execution Time

Verification and Validation

Testing on Hardware

1. Access and explore state of art AI models

2. System-level testing to assess impact of 
adding AI component 

3. Model compression, trade-off studies, and 
leverage automatic code generation

4. Verify robustness and test for out of 
distribution

5. Perform PIL and HIL testing

5 keys to building confidence
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Learn about other automotive uses of AI virtual sensors 

Battery pack SOC estimation with neural network Engine piston pressure estimation with deep neural network

45

Mercedes-BenzGotion

https://www.mathworks.com/company/user_stories/mercedes-benz-simulates-hardware-sensors-with-deep-neural-networks.html
https://www.mathworks.com/videos/onboard-battery-pack-state-of-charge-estimation-using-a-trained-neural-network-1654097316503.html
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5 keys to building confidence through design for AI-driven systems

1. Access and explore state of art models

2. System-level simulation to test impact of adding AI component 

3. Model compression, trade-off studies, and leverage automatic code generation

4. Verify robustness and test for out of distribution

5. Perform PIL and HIL testing
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Get started quickly with end-end reference examples

This example shows how to perform these steps:

1. Define Requirements for Battery State of Charge Estimation

2. Prepare Data for Battery State of Charge Estimation Using Deep Learning

3. Train Deep Learning Network for Battery State of Charge Estimation

4. Compress Deep Learning Network for Battery State of Charge Estimation

5. Test Deep Learning Network for Battery State of Charge Estimation

6. Integrate AI Model into Simulink for Battery State of Charge Estimation

7. Generate Code for Battery State of Charge Estimation Using Deep Learning

https://www.mathworks.com/help/deeplearning/ug/define-requirements-for-battery-state-of-charge-estimation.html
https://www.mathworks.com/help/deeplearning/ug/prepare-data-for-battery-state-of-charge-estimation.html
https://www.mathworks.com/help/deeplearning/ug/train-network-for-battery-state-of-charge-estimation.html
https://www.mathworks.com/help/deeplearning/ug/compress-network-for-battery-state-of-charge-estimation.html
https://www.mathworks.com/help/deeplearning/ug/test-network-for-battery-state-of-charge-estimation.html
https://www.mathworks.com/help/deeplearning/ug/integrate-ai-network-into-simulink-for-battery-state-of-charge-estimation.html
https://www.mathworks.com/help/deeplearning/ug/deploy-model-for-battery-state-of-charge-estimation.html
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How Generative AI will Impact Engineering Workflows

Augment Existing 

Workflows

Empower MATLAB and 

Simulink Users to Build 

Generative AI in 

Engineered Systems

• Apply LLM innovations to 

time-series sensor data

• Real-time and 

near-real-time systems

• Safety-critical

Now, Near-term Future

• Access popular models for 

text, images, video, etc.

• Build custom transformer 

models

• Easy from options from 

platforms like Hugging 

Face

• Learn while doing

• Create code, analyses, 

models, etc. using NLP

• Check, verify, validate
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MATLAB AI Chat Playground

▪ Experiment with an AI assistant 

alongside MATLAB

▪ Generate first-draft MATLAB code 

or ask questions

▪ Powered by the ChatGPT API’s

https://www.mathworks.com/matlabcentral/playground/
49

https://www.mathworks.com/matlabcentral/playground/
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▪ GitHub Repo: llms-with-matlab within matlab-deep-learning

▪ Connect to models via the OpenAI  API and the Azure® 

OpenAI Service

▪ Connect to local and remote models hosted with Ollama

▪ Examples of chatbots, text summarization, retrieval augmented 

generation, image generation

Use Large Language Models with MATLAB

50

Let us catch up after session to 

discuss MathWorks investments

https://github.com/matlab-deep-learning/llms-with-matlab/
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Please join our other AI sessions today
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© 2024 The MathWorks, Inc. MATLAB and Simulink are registered trademarks of The MathWorks, Inc. 

See mathworks.com/trademarks for a list of additional trademarks. Other product or brand names may 

be trademarks or registered trademarks of their respective holders.

Thank you
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