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Applications of Al in automotive industry
Top questions and concerns

5 techniques to build confidence through design
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The use of Al for engineered systems in Automotive continues to grow

.
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(KPIT) Virtual Sensor (Subaru) ROM (APTIV) Data Generation

Battery SOC and SOH Estimation using a Al ROM to decrease time for Converting test data to simulation using Al
Hybrid Machine Learning Approach Transmission Control system analysis
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Questions and concerns we need to answer to build confidence

Are we using the best available Al model ?

How can we test impact of adding Al-based component to my system design ?

Do | have enough compute and memory to use an accurate Al model ?

Is it possible to verify and validate the Al model ?

Can | use my target hardware during development?
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s®® Al Modeling

System-level Simulation
Memory and Execution Time

Verification and Validation

Testing on Hardware
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Today we’ll focus on Virtual Sensor modeling use case

2=
‘ ‘ guantit

Virtual Sensor

System

measurements

A Virtual Sensor mimics a physical sensor using data from other
measurements to estimate the quantity of interest
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Why are virtual sensors relevant ?

A physical sensor may be: Expensive

Slow

Noisy

Unreliable

Not feasible
Unmanufacturable
Degrading over time
Requiring redundancy
etc.



MathWorks AUTOMOTIVE CONFERENCE 2024

Al Virtual Sensor for Battery State-of-Charge Estimation
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Questions and concerns we need to answer to build confidence

5 keys to building confidence

o
oo Al Modeling

@» System-level Simulation

oooo

—_—
—

| Memory and Execution Time

Verification and Validation

Testing on Hardware
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Two ways of leveraging Al in MATLAB and Simulink

l o Product Solutions Resources Open Source Enterprise Pricing

MATLAB Deep Learning

Prop

E [fAttentio... &

Name

(@ Overview &

Pinned

InputSize

gruLayer
selfAttentionl & lims-with-matlab Public
attentionLayer
usoidalPesitionEncod
nEmbeddin
embeddingConcatenatio...

Type ~ Language

lims-with-matlab  Public
M AP

Leverage models from

Build your own models
research
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Build, run, or fine-tune models locally \

1" TensorFlow

TensorFlow Importer

O PyTorch

PyTorch Importer




Create a white-box model from scratch in MATLAB

DESIGNER

NETW

Layer Library

Cut ==
Jé % & Zoomin

&,
Duplicate = ~OP¥

Fit

= Zoom Out

10 View

BUILD
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roiMaxPooling2dLayer

rolAlignLayer

additionLayer
depthConcatenationLayer
concatenationLayer

multiplicationLayer

regionProposalLayer
yolov2ReorgLayer
yolov2TransformLayer
anchorBoxLayer

ssdMergeLayer

softmaxLayer
sigmoidLayer
classificationLayer
regressionLayer
rpnSofimaxLayer
rcnnBoxRegressionLayer
rpnClassificationLayer
pixelClassificationLayer
dicePixelClassificationLayer
yolov2OutputLayer

focalLossLayer

Designer

Training

featureinput
featurelnputLayer

fc
fullyConnected...

relu
reluLayer

fe
fullyConnected...

clippedrelu
clippedReluLayer

regressionout...
regressionLayer

Low Code Al Model Development

Properties
regressionLayer (2

Name regressionoutput
ResponseNames

ossFunction mean-squared-ermor

Overview
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Programmatically create model in MATLAB

LIVE EDITOR

§e} & Signin
1zl Compare

2 <K = ] 4 Refactor » H) | B Section Break
§ Print Find + -

New Open Save 8 Go To )

v - v |z Export ~ [ Bookmark

FILE NAVIGATE

P s

Pzl Run and Advarge
Run Step Stop

Code Control Task Run
- v SR Section P2} Run to End
CODE SECTION

S RUN
<L % 5 ol & 2/ » home » Igarcia » ai-with-mbd-irtual-sensor-modeling » Part 1 - Al Modeling »

B Live Editor - /home/lgarcia/ai-with-mbd-virtual-sensor-modeling/Part 1 - Al Modeling/SOC_2 ImportFromTensorflow.mix *
SOC_2_ImportFromTensorflow.mix * +

Import TensorFlow Network into MATLAB

battery_SoC_net = importTensorFlowNetwork(fullfile(projectPath, "models","TF2.3", "batterySoc_net"),"OutputLayerType", "regression")
Importing the saved model...
Translating the model, this may take a few minutes...

Finished translation. Assembling network...
Import finished.

battery_SOC_net =
DAGNetwork with properties:

Layers: [9x1 nnet.cnn.layer.lLayer]
Connections: [8x2 table]
InputNames: {'input_2'}
OutputNames: {'RegressionLayer_dense_7'}

save(fullfile(projectpPath, "models", "battery_SocC_net.mat"), "battery_SOC_net")

|Analyze the Imported Network Architecture

analyzeNetwork(battery_SOC_net);

Load Test Data

% Load test data
load('testData.mat');

%% Evaluate for test case for negative 10deg C temperature.
X_Test_nledegC_Norm = zeros(size((Xinput{1,1}')));
for i=1:size(Xinput{1,1},2)
X_Test_n10degC_Norm(i,:) = Xinput{1,1}(:,1i)"';
end

Zoom: 150% script
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Discover the latest pretrained models — on GitHub
MATLAB Deep Learning Model Hub

Quick reference to over 60* pretrained models in:
Computer Vision
Natural Language Processing
Audio
Lidar
* New models added every month

MATLAB Deep Learning Model Hub

Classification Label,
oundi Score
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Run experiments to find the best Al model

[ NN Experiment Manager

&= O g BK 7

Layout Stop  Training Confusion @ Filter
- Plot Matrix «

FILE EMVIRONMENT RUM REVIEW RESULTS FILTER | EXPORT
EXPERIMENT BROWSER 3; ne Tuning Baseling Tuning | Result1
~ [=] DigitsClassifier

~ M, Baseline Establishment

Sweep Initial Leaming Rate Baseline Tuning 2i7/2020, 12:53:36 PV I 716 Trials

Fialdid S @ Complete 7 Stopped @ Error 0

~ /a, Baseline Tuning O Running Queued X Canceled ]

Result1 (Running)

Larger Initial Learning Rate Range

* Result Details

LB

Status Progress Elapsed Time mylnitialLearn... convFilterSize Training Accu... Training Loss Validation Ac..

Sweep Learning Rate Conv Size and

Add Conv-Batch-Relu Banks
Vary Filter Size of First Conv2D Layet & Complete I 100.0%  0hr0min 16 sec 1.0000e=-6 L0000 12.5000
Train Validation Split Study & Complete I 1 00.0°% 0 hr O min 15 sec 1.0000e=-5 .0000 25.7813
@ Complete I 100.0% O hr 0 min 14 sec 0.0001 L0000 64.8438

& Complete I | 0. 0% 0 hr 0 min 16 sec 0.0005 L0000 90.6250
@ Complete I 100.0% O hr 0 min 15 sec 1.0000e-6 L0000 11.7188
& Complete I | (0. 0% 0 hr O min 15 sec 1.0000e=5 L0000 23.
@ Complete I 100.0% 0 hr 0 min 17 sec 0.0001 .0000 72.

Running [ | 0 bhr 0 min 4 sec 0.0005 L0000

Queued .0 1.0000e=6 L0000

Queued .0 1.0000e=5 L0000

Queued 0% 0.0001 L0000

Queued 0% 0.0005 L0000

Cueued 0% 1.0000e=6 L0000

Queued 0% 1.0000e=5 L0000

Cueuved 0% 0.0001 L0000

Queued 0% 0.0005 L0000
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Spectrum of ways to leverage Al models

DO @

Connect to top performing
models in the cloud
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Connect to top performing models in the cloud

Rank# . .
(UB) Model Arena Score 95% CI Votes Organization
1 Gemini-1.5-Pro-Exp-0801 1300 +6/-5 12672 Google
2 GPT-40-2024-05-13 1286 +3/-2 69832 OpenAl
p GPT-40-mini-2024-07-18 1280 +6/-4 12047 OpenAl
4 Claude 3.5 Sonnet 1271 +3/-4 4P174 Anthropic
4 Gemini-Advanced-0514 1266 +3/-4 50686 Google
il Meta-lLlama-3.1-405b-Instruct 1262 +6/-7 8454 Meta
Leaderboard:
Text Generation Models Image Generation Models

matlab-deep-learning/
lims-with-matlab :

GitHub - matlab-deep-learning/lims-with-matlab: Connect MATLAB to the OpenAl Chat Completions API
(which powers ChatGPT)

Create internal assistants that have
knowledge about internal documentation

Generate images to test robustness of systems

What should |
do if | receive
an error code
3402 on my
control unit?

Manuals



https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard
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Questions and concerns we need to answer to build confidence

5 keys to building confidence

o
: °0 Al Modeling Access and explore state of art Al models

@» System-level Simulation

oooo

—_—
—

| Memory and Execution Time

Verification and Validation

Testing on Hardware
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Use Simulink to create a system-level model that incorporates the Al
virtual sensor

Battery

StateRequest

BMS_Software (2112} Battery_Model
E C U B att e r y StateRequest BMS_Info T StateRequest ]
K - BMS_lnfo ‘ -
Management System \ | )
7 i {15} PLANT_to_BMS

From_PLANT = Tiiittl
{16} BMS_to_PLANT {15}
I

BMS ECU T

}
BMS_to_PLANT

T 6(16}
6{1 6? PLANT _to_BMS
Defa

y Subsystem

State of
Charge
(SOC)
estimation

SOC cannot be

directly measured
from the battery!




Virtual sensor for Battery State of Charge (SOC) estimation

No need of an internal battery model
Training directly on measured data
Capture very complex data relationships

SOC_EKF1

Extended
Kalman filter

estimation

Inputs Outputs

Voltage

Current Al Battery SOC
Temperature
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Simulink now includes more Al blocks for more applications

RegressionEnsemble Predict RegressionGP Predict

RegressionNeuralNetwork Predict

RegressionSVM Predict

RegressionTree Predict  lassticationMeural Mebtwork Fredict

ClassificationEnsemble Predict ClassificationKNN Predict

ClassificationSVM Predict ClassificationTree Predict

Regression and classification blocks

And more (incremental and cluster analysis blocks)

(Statistics and Machine Learning Toolbox)

OpenL3 OpenL3

OpenL3
Embeddings

Preprocess

image @ ypred [» Yinput @ output [

Image Classifier

Predict

input \ ypred [» Y input \ output [

Stateful Classify

OpenlL3

OpenlL3 Embeddings

Openl3 Preprocess

Sound VGGish
Classifier VGGish Embeddings

Sound Classifier VGGish

VGGish Embeddings
Stateful Predict

Neural network classify and predict blocks prpoces R prpoces
And the list of layer blocks
(Deep Learning Toolbox)

VGGish Preprocess YAMNet Preprocess

Audio Toolbox

u NEURAL SS MODEL vy

MNeural State Space Model

Scikit-learn

IDNLARX MODEL

Nonlinear ARX Model
System ldentification Toolbox
TensorFlow PyTorch
Python

Python

Deep Learning Object Detector

Computer Vision Toolbox

Co-execution blocks



https://www.mathworks.com/help/stats/referencelist.html?type=block&category=code-generation
https://www.mathworks.com/help/deeplearning/ug/list-of-deep-learning-layer-blocks.html
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Perform baseline testing in simulation

Use Data-Driven Tests in Simulation to Assert Accuracy

B SOC (Baseline) B SOC (Sim Output) Tolerance

Baseline Data

Ground truth
e.g., lab measurements

0 3.00e+3 6.00e+3 9.00e+3 1.20e+4 1.50e+4 1.80e+4 2.10e+4 2.40e+4 2.70e+4 3.00e+4 3.30e+4 3.60e+4 3.90e+4 4.20e+4 VS

Tolerance M Difference

Simulation Output

Prediction results

3.00e+3 6.00e+3 9.00e+3 1.20e+4 1.50e+4 1.80e+4 2.10e+4 2.40e+4 2.70e+4 3.00e+4 3.30e+4 3.60e+4 3.90e+4 4.20e+4
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Perform back-to-back testing on model behavior

(@ Perform back-to-back testing
I T [ — Set up a test to compare the component under test outputs in different simulation modes

Select simulation modes:

‘ Simulation1: | Normal Different

Hardware-in-the-Loop Simulation2: Software-in-the-Loop (SIL) | ~ S|mU|at|On MOdeS

L}

M SOC:1 (Sim Output 1(SOC_model_model_ref_Harness1 : normal)) M SOC:1 (Sim Output 2(SOC_model_model_ref_Harness1 : software-in-the-loop (sil)))
Tolerance

Processor-in-the-Loop

L}

Software-in-the-Loop

‘ 0 3.00e+3 6.00e+3 9.00e+3 1.20e+4 150e+4 1.80e+d 2.10e+IRSPAZEY 270e+4 300e+4 3.30e+4 360e+4 390e+4 420e+4 4.50e+4 4.80e+4

Tolerance M Difference
Algorithm + Physical System
Model Model
Generate Code 5]

Model-Based Design

-0.0010*

0 3.00e+3 6.00e+3 9.00e+3 1.20e+4 1.50e+4 1.80e+4 2.108*@ 2.70e+4  3.00e+4 3.30e+4 360e+d 3.90e+4 4.20e+d 4.50e+d 4.80e+d

Test equivalence of model behavior from desktop simulations to SIL/PIL/HIL
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Questions and concerns we need to answer to build confidence

5 keys to building confidence

®
: ®0 Al Modeling Access and explore state of art Al models

System-level testing to assess impact of

a\ System-level Simulation adding Al component
; Memory and Execution Time

Verification and Validation

Testing on Hardware
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Reduce model footprint and accelerate inference of DL models
for deployment to the edge

Structural Data Type
compression Compression

—

Off ( ) On
- A0\
@)L =) Pruning ====) Projection mm=) Quantization » Code Generatio gﬁ%\s@
2 9&%7“
- () ARM CPU 300 KB
Al model () GPU (CuDNN)
600 KB () FPGA

(@ Plain C/C++

‘model is 600kb and want to

‘my model is 40MB, | needed it to be reduce it to 300kb. If I'm not fitting
less than 10MB to fit.” it in, | don’t have a working solution”
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Fine tune using projection-based model compression techniques

Accuracy . «10° Model Size . Performance
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Apply pruning to a variety of Al model types to reduce memory footprint

B)

Memory (M

Classification Object Detection Semantic Segmentation

<5% Accuracy Reduction

;9—:.
)
o
== |
Q
Q

<

Classification Object Detection Semantic Segmentation

B Original Network [ Pruned Network
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Quantize deep networks to 8-bit scaled integer data types

DEEP NETWORK QUANTIZER

Validation Data: E?:I)I W

Quantize |'aug valData - augmentedim... - '| Hardware Setfings ‘alidation Options  Validate | Export

FILE CALIBRATE
net - Layer Graph

QUANTIZE VALIDATE EXPORT

About Quantization Dynamic Range Statistics

Dynamic Range of Calibrated Layers ||E| Legend | (]

® | data Layer Mame Min Value |MaxValue
!

20 2_‘i 2_“3 2
o comvl ~ data

!
I 1 -
l-re L * data_normalization
@ pooll
!
» fire2-sgue...
!
a firg2-refu_...
> e
o fire2-expa..m fireZ-expa...
| T
& fire2-relu_..» fire2-relu_... 2 2
o 4 Validation Results
w fire2-concat
!
o fire3-sque...
!

& fired-relu_... .
- Metric
> Y

Activations 0.0000 255.0000

Activations -124.4884 171.6490

* convl

Activations

Weights

-850.5210 728.3384
-0.9198 0.8845

Validation Summary

Number of samples: 20

Floating-Peint Network Results Quantized Network Results

# fire3-expa..» fire3-expa...

| Y

& fire3-relu_..» fire3-relu_...
% F

Percent Change

Learnakle parameter memory (MB)

2.9003

0.7339

-74.69432

Top-1 Accuracy

1.0000

1.0000

0.0000
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Deploy compressed model using automatic code generation

CPU

Any CPU oneDNN ARM Compute
No Library needed Library Library

i3 TEXAS
el X T2 s
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Perform trade-off analysis between Al and traditional techniques

Kalman Filter Al Model

EKF Tree FFN LSTM LSTM*

Extended Kalman Filter Fine Regression Tree 1-hidden layer Feedforward Stacked Long Short-Term * Compressed Stacked Long
Network Memory Network Short-Term Memory Network

Preprocessing effort o o
Training Speed
Interpretability () o
Inference Speed o0

Model Size o o

Accuracy (RSME) () o o0

Results are specific to this Battery SOC Estimation example

Much Better . . Better . Worse .
Trade-Off Analysis of Different Models
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Questions and concerns we need to answer to build confidence

5 keys to building confidence

o
: ®0 Al Modeling Access and explore state of art Al models
System-level testing to assess impact of
‘,;.\ System-level Simulation adding Al component

oooo

—

—

. Memory and Execution Time Model compression, trade-off studies, and
— leverage automatic code generation

Verification and Validation

Testing on Hardware
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Neural networks can misclassify inputs due to small
imperceptible changes
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Neural network verification provides formal evidence that
your model behaves as intended

/ verified
\ violated

Deep Learning Toolbox Verification Library
by MathWorks Deep Learning Toolbox Team

) Verify and test robustness of deep learning networks


https://www.mathworks.com/matlabcentral/fileexchange/118735-deep-learning-toolbox-verification-library
https://www.mathworks.com/matlabcentral/fileexchange/118735-deep-learning-toolbox-verification-library
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Perform formal verification to test robustness

Robustness against Input Perturbation

Inputs » » Output
+/- O 0 ?

Perturbation

d1X = dlarray(X,'BC');

XLower d1X-perturbation;

XUpper d1X+perturbation;

dlnet = dlnetwork(trainedNetwork.Layers(1l:end-1));

[YLower,YUpper] = estimateNetworkOutputBounds(dlnet,XLower,XUpper);
YLower = extractdata(YLower)';

YUpper = extractdata(YUpper)';

maxDeviation = max([abs(YLower-Y_pred);abs(YUpper-Y_pred)]);
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Check for out of distribution values to ensure safety

Out-of-Distribution Detection

Al “Output”

Predictor

Investigate this.

=
4]
c
=1
=
o
(19

8.6
Distribution Confidence Scores

Out-of-Distribution
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Integrate and test your Al model with Simulink with a
Runtime Monitoring System

In-distribution Out-of-distribution X




Explain & Visualize how a Model Works

There are visualization techniques to investigate and explain model predictions.

Which features did a model use to make a prediction?

What are the main features found in each of the layers?

Class Activation Mapping
Occlusion

Local Interpretable Model-agnostic
Explanation (LIME)

GRAD-CAM, Shapley Values
GRAD-CAM for 1-D
Fairness Metrics, Neuron Coverage

LIME for Linear Model
Blackbox Model Fitted: 1
Simple Model Fitted: 1

Bias mitigation using fairness
thresholder for binary classification

Fairness metrics comparisons

Multi-point Shapley values/plots

0.2 -0.18 016 014 -012 -0.1 -0.08 -0.06 -0.04
Fairness Metric Value

Explain object detectors using D-RISE



MathWorks AUTOMOTIVE CONFERENCE 2024

There is an increased focus in government regulation and certification efforts

f©‘='©3

Automotive Aerospace Medical Devices

ISO/CD PAS 8800 gE z Artificial Intelligence and Machine Learning

Process Standard for Development and Certification/Approval of in Software as a Medical Device

RO?F’ ye!1|cle§ e Aeronautical Safety-Related Products Implementing Al
artificial intelligence

+ Software as a Medical Device (SaMD)

This document di i ging Al

ca ons. This
e design implementation for

Under development : d prod and guidelines with the a nent of safety. It provides

A draft is being reviewed by the committee. actic oW pliance w e regulations and a company in

Is by considering the guidelines herein. generate this list.

European Parliament
2019-2024

TEXTS ADOPTED

P9_TA(2024)0138
Artificial Intelligence Act

European Parliament legislative resolution of 13 March 2024 on the proposal for a
regulation of the European Parliament and of the Council on laying down harmonised
rules on Artificial Intelligence (Artificial Intelligence Act) and amending certain Union
Legislative Acts (COM(2021)0206 — C9-0146/2021 —2021/0106(COD))
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Published first reference application on developing system with Al
component to comply with DO-178

Video
Pre-processing

Yolo
Transform

—

DAL D Component #1

MATLAB-based
YOLO DMNN

Component

Safety ; System
Monitor Output
Mon MATLAB-based Faster
R-CNMN DNM

)

Runway Sign Classifier: Certify
an Airborne Deep Learning
System

Demonstrates the certification of
airborne deep learning system.




MathWorks AUTOMOTIVE CONFERENCE 2024

Questions and concerns we need to answer to build confidence

5 keys to building confidence

o
® : Access and explore state of art Al models
e ®® Al Modeling >
System-level testing to assess impact of
‘,;.\ System-level Simulation adding Al component
f: Memory and Execution Time Model compression, trade-off studies, and
— leverage automatic code generation
— X e L D
— Vv Verification and Validation Verify robustness and test for out of

distribution

Testing on Hardware




Generate Library-Free

P4 SOC_DL - Simulink
SIMULATION MODELING

_{Open [ m,‘

E Save ¥ Log
Events

New
v 4 Print ¥ Browser

FILE LIBRARY PREPARE
=] SOC_DL *  simulink Function - State Transition Function1

© (FajsocoL »

measuredSOC
true

C/C++ Code for Al Models

Stop Time | timeVecto <] |\>)
-

Step Run

v | | Normal

@ Fast Restart Back ¥ g
SIMULATE

Kalman Filter

Kalman Filter

normalize
current

voltage

temperature

View 1 warning

Sequence Logic Bird's-Eye

Inspector Viewer Analyzer Scope

REVIEW LTS

m voltage
[ED g
emperature

inputSignals

temperature
%
(B > ——

voltage

MathWorks AUTOMOTIVE CONFERENCE 2024

»
=}
3
g
§

FixedStepAuto
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Processor-in-the-Loop Testing on ARM Cortex-M7 Processor

StateRequest z
Set Plant Configuration

Battery_Model

StateRequest
BMS_info

BMS_Info T
P To_BMS
{15}

From_BMS

BMS ECU

Deployed code
communicates with
simulated plant

NXP S32K344 i &=
board E

Arm® Cortex®-M
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Y|

Processor-in-the-Loop Testing on ARM Cortex-M7 Processor

File Tools View Simulation Help
{ @3- Q-|E-| £
Stop Time| tin
. true, es
§ 1
b 1
[ Y / :
f L\ / 4
SOC_Estimation ‘ \ |
ey N (PIL) / f i
input | /
| |
4 Download finished X 1, |
| :
SOC Estimation The executable file has been downloaded to S32K344 board. | |
: | y W 1 — 1
| A/
temperature temperature |
inputSignals Running Sample based |T=36607.000
4+
File Tools View Simulation Help ~
o |- @ £ @-
current &
p—l

e a1

voltage
[E]
temperature
FFN_TensorFLow sSVM ShallowNN SVMOPT LSTM FFN_MATLAB voltage
» = [
L 7
Diagnostic Viewer ( i 1
J 0924 PM: SILPILSImi v | @ 0 0 | ¢ |
I
temperature
: —
o
Sample based T=36606.000

auto(FixedStepDiscrete) Running

1=36607.000 | INEEEN

View diagnostics

Running
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Questions and concerns we need to answer to build confidence

5 keys to building confidence

o
: : ® Al Modeling Access and explore state of art Al models
System-level testing to assess impact of
‘,;.\ System-level Simulation adding Al component
f: Memory and Execution Time Model compression, trade-off studies, and
— leverage automatic code generation
Verification and Validation Verify robustness and test for out of

distribution

TeStmg on Hardware Perform PIL and HIL testing
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Learn about other automotive uses of Al virtual sensors

Gotion Mercedes-Benz

System Test on HIL

a2 Ll

< 2 kB ROM 1.98e-04 ‘
< 100 B RAM Mean Absolute Error |

ANN"Execution ANN Memory Numerical Equivalence
Time Usage (Windows < Microcontroller)

Battery pack SOC estimation with neural network Engine piston pressure estimation with deep neural network


https://www.mathworks.com/company/user_stories/mercedes-benz-simulates-hardware-sensors-with-deep-neural-networks.html
https://www.mathworks.com/videos/onboard-battery-pack-state-of-charge-estimation-using-a-trained-neural-network-1654097316503.html

MathWorks AUTOMOTIVE CONFERENCE 2024

5 keys to building confidence through design for Al-driven systems

Access and explore state of art models

System-level simulation to test impact of adding Al component

Model compression, trade-off studies, and leverage automatic code generation
Verify robustness and test for out of distribution

Perform PIL and HIL testing
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Get started quickly with end-end reference examples

Define Reguirements Prepare Data Train Model Test Model Integrate Into Simulink Code Generation
= | |:|

CGITIEFEEE Model

TAWAY
1 |

This example shows how to perform these steps:

Define Requirements for Battery State of Charge Estimation

Prepare Data for Battery State of Charge Estimation Using Deep Learning
Train Deep Learning Network for Battery State of Charge Estimation
Compress Deep Learning Network for Battery State of Charge Estimation
Test Deep Learning Network for Battery State of Charge Estimation
Integrate Al Model into Simulink for Battery State of Charge Estimation
Generate Code for Battery State of Charge Estimation Using Deep Learning



https://www.mathworks.com/help/deeplearning/ug/define-requirements-for-battery-state-of-charge-estimation.html
https://www.mathworks.com/help/deeplearning/ug/prepare-data-for-battery-state-of-charge-estimation.html
https://www.mathworks.com/help/deeplearning/ug/train-network-for-battery-state-of-charge-estimation.html
https://www.mathworks.com/help/deeplearning/ug/compress-network-for-battery-state-of-charge-estimation.html
https://www.mathworks.com/help/deeplearning/ug/test-network-for-battery-state-of-charge-estimation.html
https://www.mathworks.com/help/deeplearning/ug/integrate-ai-network-into-simulink-for-battery-state-of-charge-estimation.html
https://www.mathworks.com/help/deeplearning/ug/deploy-model-for-battery-state-of-charge-estimation.html
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How Generative Al will Impact Engineering Workflows

Empower MATLAB and Generative Al in

AUGIME [EXIETE Simulink Users to Build Engineered Systems

Workflows

Learn while doing Access popular models for Apply LLM innovations to

text, images, video, etc. time-series sensor data
Create code, analyses,

models, etc. using NLP Build custom transformer Real-time and

near-real-time systems
Check, verify, validate el i

Easy from options from Safety-critical

platforms like Hugging
Face

4 "a' g | e

Now, Near-term Future
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® } MATLAB Al Chat Playground x + £

MATLAB Al Chat Playground " C— - YR

4\ MathWorks:

Al Chat Playground

Clear =

Experiment with an Al assistant
. [+ I
a.l O n g S I d e M AT LA B Hello! Whether you're checking out MATLAB for the first time or

have been using it for years, I'm here to answer your questions and
provide coding tips.

Please keep in mind that Al sometimes writes code and text that
. seems accurate, but isn't. Al does not yet have knowledge of
G e n e rate fl rSt— d raft I\/I AT LA B CO d e features delivered after June 2021 and only limited knowledge of
Simulink and specialized toolboxes. This is a space for
experimentation. Try it, verify any resulting code, and kindly give

O r a.S k q u e Stl O n S 7 or ' on the results to help improve the responses.

Determine whether a matrix is sparse

Create some data, construct a grid of query

Powered by the ChatGPT API's

Highlight contours at particular levels



https://www.mathworks.com/matlabcentral/playground/
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Use Large Language Models with MATLAB

GitHub Repo: lims-with-matlab within matlab-deep-learning

Connect to models via the OpenAl™ API and the Azure®
OpenAl Service

Connect to local and remote models hosted with Ollama

Examples of chatbots, text summarization, retrieval augmented

generation, image generation


https://github.com/matlab-deep-learning/llms-with-matlab/

Please join our other Al sessions today
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ServiceSage : A Gen Al-Based RCA
Chat Assistant

19 November | Pune

( ] ' Bhakti Kalghatgi, Shubham Gupta,
Tata Motors Tata Motors
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India

Embedded Al for Body Applications with
MATLAB and Simulink

19 November | Pune

Athulya Thazha,

Mercedes-Benz Research and Development
India Private Limited

Shubham Kale,

Mercedes-Benz Research and Development
India Private Limited
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Tech Talk: Accelerating Al Adoption:
From Design to Deployment in Mobility

19 November | Pune
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Myrtle Binil Jayanth Balaji Koustubh Shirke, Nikita Pinto,

MathWorks MathWorks
MathWorks MathWorks
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Thank you
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