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Agenda

= Deep learning for Computer Vision

= Image processing on 3D data sets



4\ MathWorks

Deep Learning for Computer Vision
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New MATLAB framework makes deep learning easy
and accessible
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Deep Learning is a Subset of Machine Learning
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I CAR v

I MANUAL FEATURE EXTRACTION CLASSIFICATION

TRUCK X
E . —{ MACHINE LEARNING

BICYCLE X

Deep Learning

CAR v

TRUCK X

BICYCLE X




4\ MathWorks

What is Deep Learning ?

Deep learning is a type of machine learning that performs end-to-end learning by
learning tasks directly from images, text, and sound.
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Why Is Deep Learning So Popular Now?
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Deep Learning Enablers

Acceleration with GPU'’s

Massive sets of labeled data

Availability of state of the art models from experts AlexNet

VGG-16

PRETRAINED MODEL

Caffe

MODELS
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MATLAB makes Deep Learning Easy and Accessible

Learn about new MATLAB capabilities to

« Handle and label large sets of images

= Accelerate deep learning with GPU'’s

= Visualize and debug deep neural networks
AlexNet
= Access and use models from experts Caffe VE&G:1e

MODELS




Image classification using pre-trained network

Transfer learning to classify new objects

Locate & classify objects in images and video
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Transfer learning to classify new objects

Locate & classify objects in images and video
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Convolutional Neural Networks
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Image Classification Using Pre-trained Network (Video)
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» C » P Work » MATLAZ » Demes » Ded

“createSavedFiles.m 1

@ plotTrainingAccuracy.m 2 LR IS

9 processimage.m 3

“readAndPreprocessimage.m

“ShowVideo.m .

BstopTrainingAtThreshold.m 5

testFilenames48.mat 6

= testFrame.mat 7

= testim.mat 8—

ZtrainedNet48_test.mat 9

STransferLearningEZ.m

B i A i 10

DvisActivations.m

“VisualizeActivations.m 11
12 %% Show what AlexNet does with random images without being retrained
33— samples = imageDatastore('../SampleImages'): I

Details

Maewr - Vakse

“act1 55x55x9...
“act2 13x13x3...
“act4 13x13x3...

“act4chMax 13x13 si..
“actSchMax 13x73 si..
Zact5Closed 13x13x3...

4\ MathWorks

13



Image classification using pre-trained network
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Locate & classify objects in images and video
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Why should | train my own network?

o Models from research do not work on your data

o Pre-trained model not available for your data type

o Improve results by creating a model specific to your problem

4\ MathWorks
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Two Approaches for Deep Learning

1. Train a Deep Neural Network from Scratch

LEARNED FEATURES
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2. Fine-tune a pre-trained model (transfer learning)
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Example: Classify Vehicles With Transfer Learning

AlexNet 1000 classes
oIig- 1z o MY [eTs [2JW Trained on millions of images

Transfer learning — use AlexNet as
starting point

A 4
Vehicle (S:Sr\/
Classifier } van
(5 Class) Truck
Large Truck

New Data
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Why Perform Transfer Learning

« Requires less data and training time

= Reference models (like AlexNet, VGG-16, VGG-19) have learned rich
feature representations for a wide range of images.

= Leverage best network types from top researchers

&\ MathWorks’
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Transfer Learning to Classify New Objects

W H B v G b Users b oelzsohn b Desktop b EXPO2017 » Demo2 TransferLesming hd ]

Current Folder 0 lzajo + e 7 . 5
[ Neme Date Modified ~ | Transfed Value
| e Savedflesults A/S/2017 506 PM @ This file can be opened as 2 Live Script. For more information, see Creating Live Scripts. 17000 cell
) cresteSeveciles.m 3/21/2017 11:44 P 148 = iles('trainediiecd tesc!,met,testDS); 2 cell
‘i‘j mgnnya“l::(r;\.-:nw Z%:;gﬁm 14 [r* The network is training, how we see inside? | ii ? " :
;‘ Ny 115 % CHMa are hiscorically faitly black box 20lucions, but we want inaight inte x1 imageDatastare
] processimage.m 12/31/2016 1:08 AM ite Ve eeatatig 25¢1 Layer
readAndPreprocessimage.m 12/29/2016 3:13 AM e Ix] SeriesNetwork
- Showliideo.m 32172017 11:34PM A7 s
stopTrainingAtThreshold.m 1T/201T 436 PM $ia ¥ Aeria dogkiar soms (ontlons S eable
sestFilenamesdd.mat Y17/201T 533 PM 19 bl ImogeDatostare
= testFrame.mat 317/2017 507 PM 120 % PloT the accuracy as we are training e} invigeDeasiore
ey T Imogebiatastare
(13 trainedNetd® test.mat A/17/2017 11:36 AM 122 %t Stop utraining based on cervain criteria
[ trainedNetd8 test fns.mat 4/17/201711:36 AM 123
#) TransferLesmingDemo.m 372772017 5:25PM 124 %% Lload in a previcusly saved network and test set
) vishetivations.m 3/22/201712:46 AM 125 % imageDatastcre doesn't allew for relative paths, 8¢ we need a quick
| VisualizeActivations.ssy A/972017 432 PM 126 % workarcund code below does that
) VisualizeActivations.m 4972017 4:32 PM 127 |
128 - load{'crainediet4s ceac.mat'):
128 - load('testF:ilenamessf mac'); Iis
130 % create testDS image datastere with absolute filenames for new locatien
131 - TestDS = imageDatastore(teatFilenames, 'labelSource’, 'foldernames’,...
132 ‘Includedubfolders',1);
133 - testDS.Readfen = @readAndPreprocessImage: il
133
135 4% Test new classifier on validation set
136 % Now run The network on the Test data set to see how well 1t does
137
138 % If you get an ocut of memory error for the GPU, please lower the
139 * ‘MiniBatchSize’ To a lower value. (cercain GFUs need tThis ©o be 1)
4o
S = v
Command Window N @
New to MATLAB? See resources for Getting Started. x
roTmz < merm arren y o

rranm o= rann = = wItH nEnmELE
9 'pool2” Max Pooling 3x3 max pooling with acride [2 2] and padding [0 0]

10 ‘conv3’ Convolution 384 3x3x256 convelutions wath stride [1 1] and padding [1 1)
11 'relus' RelU ReLU
12 ‘conv4' Convolution 384 3x3x192 convelutions with stride [1 1] and padding [1 1]
13 ‘relu4' RelU RelU
14 ‘convs' Convoluticn 256 3x3x192 ceonveluticns with stride [I 1] and padding [1 1)
15 ‘relus’ Rell ReLU
16  ‘pools’ Max Pooling 3x3 max pooling with stride [2 2] and padding [0 0]
17  'fc6’ Fully Connected 4096 fully comnected laver
18 ‘relu6’ RellU ReLU
Sestimimat (MAT-tie) Ny 19 'drop6' Dropeut 50% dropout
E Neme Value 20 'fcT" Fally Ceonnected 4096 fully connected layer
[ newim 2272273 uint8 21 trelul RaLU ReLU
1] estim 22752273 uint$ 22 'drop7* Drepout 50% dropout
23 ‘res’ Fully Connected 5 tully connected layer
24 ‘prob! Softmax softmax
25  'muMewClasaifier' Mlassifisaninn Ournnt arnarentranuey
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Transfer Learning to Classify New Objects
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Current Felder
Name

&Y createsavedFies.m 017 11:24 PM
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4| Demel_Treadeil eaming mpd
£ plotTraininghccuracy.m

/7] proceszimege.m

] resdAndPrepeocessio

= testFilensmestBmet

= testFramemat

- traimedNetdd_test Frsmat

| Transferl esmingDemno,m

1) visActivations.m
VisualoeActvaticesasy

£ Viscalize
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TremferLeammgDemo.m
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VisualiceActivaticns.n

vithctivations.m imshow

(D) This file can be spened a3 a Live Serpt. Fer mare infaim

£z
frame = imresize(Z
foMask = step(

bbax “ step(blcd, foMask):

Texp = 1mcrop(Lri

22Image (Cenp)

n, see Creating Live Seripts

x, char {lakel), ...

a
g

O~

Sefect & Fle to view celails

Workspace

L} confMat
i dees_tayer
{6 detector
£ en;

L1 reame
L feamenum
103} functions

o maxEpacm

EH miniatchsize

1 nm_ebgucts

1] opas

L position
H pestion2
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{1 anctium

1@ shapelerter

101] testitenames

L] testien
(%] vards
11

1] videcPlayer
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MATLAB makes Deep Learning Easy and Accessible

Learn about new MATLAB capabilities to

imageDS = imageDatastore (dir)
Easily manage large sets of images

Handle and label large sets of images

Accelerate deep learning with GPU’s

Visualize and debug deep neural networks

Access and use models from experts

21
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MATLAB makes Deep Learning Easy and Accessible

. Training modes supported:
Learn about new MATLAB capabilities to

Auto Select (CPU)

GPU
Handle and label large sets of images Multi GPU (local)

Multi GPU (cluster)

Accelerate deep learning with GPU’s

1500}

Visualize and debug deep neural networks

Access and use models from experts - . I I

Number of GPUs

| |
Images p
w
S

Acceleration with Multiple GPUs
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MATLAB makes Deep Learning Easy and Accessible

90

Learn about new MATLAB capabilities to

o
] 20 40 60 80 100 120 140 160 180 200
nnnnnnnnn

Training Accuracy Plot

Handle and label large sets of images

Accelerate deep learning with GPU’s

Visualize and debug deep neural networks™ "~ Network Activations

Layer conv3 Features

Access and use models from experts

Feature Visualizatio 23
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MATLAB makes Deep Learning Easy and Accessible

ok Newrq] YA S U S
Learn about new MATLAB capabilities to 5l

Contributions in [Al v View by [Date
Team
total contributions since 2017 - Submite _
] « Neural Network Toolbox Model for VGG-16 Network ¥§§, ,,‘19
Pre-trained VGG-16 network model for image classification
Contact
days ago | 14 downloads | kA kA
- Submittes _
< Neural Network Toolbox Model for VGG-19 Network \p{gcig ,,‘1;9
Pre-trained VGG-19 network model for image classification
days ago | 11 do s hkhdok
. - Submitte
“ Neural Network Toolbox Importer for Caffe Models Caffe
Software support package for importing pre-trained Caffe Models ~ MODELS
days ago | 15 downloads | ke
- Submitte
" Neural Network Toolbox(TM) Model for AlexNet Network AlexNet
Pre-trained AlexNet network model for image classification
8 days ago | 502 Ak
| o  Submite | |
= Deep Learning in 11 Lines of MATLAB Code wiioin q

Use MATLAB®, a simple webcam, and a deep neural network to identify objects in your =
uuuuuuu dings.

Curated Set of Pretrained Models

= Access and use models from experts

Access Models with 1-line of MATLAB Code
Netl = alexnet

Net2 = vgglb
Net3 = vggl?9
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Regression Support for Deep Learning

Classification vs. Regression
= Classification — outputs categories/labels

- Regression — outputs numbers

Supported by new regression layer:
routputlayer = regressionlLayer ('Name', 'routput')

Example predict facial key-points:

4\ MathWorks
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Image classification using pre-trained network

Transfer learning to classify new objects

p——

4\ MathWorks
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Is Object Recognition/Classification Enough ?

Car _ Label for entire image

Car ? SUV? Truck?

4\ MathWorks
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Object Detection — Locate and Classify Object

4\ MathWorks
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Goal: Create Object Detector to Locate Vehicles

Step 1: Label / Crop data
Step 2: Train detector

Step 3: Use detector

29



Label Images with MATLAB

4 Training Image Labeler - labelingSession.mat —

Y o o v

egin, click the Add Images button.
06_highway_cutin_20s01

ROIs: 2

iy 06_highway_cutin_2

ROIs: 3

H OG_hnghway_cuthsm

ROIs: 0

E 06_highway_cutin_20s04

ROIs: 0 ¥

l" ROI Labels

Car

TrafficSign

Number of images labeled: 2/40 Total number of ROIs: 5

. =1 [] =—] 1| & Zoomin D ~
@ O Hd = & | Y Q@
3 Show ROl Labels &, Zoom Out

New Open Save Add  Import Add ROI Export Help
S s v v Images ROs v ROILabel | ") Pan ROIs

N FAE RO\ LABELS _ mooe EXPORT RESOURCES Y
Data Browser G
[“limages
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Labeling Videos with MATLAB

4\ Ground Truth Labeler

ROI
") Pan
MODE

ROI Label Definition

Scene Label Definition

AUTOMATE

1] & zoomb M Defaut Layou
& ZoomOut [ show ROI Labels
4 Show Scene Labels

VIEW

8 U PX

Settings Run Stop UndoRun Accept Cancel

SETTNGS RUN GLOSE Automate labelin:

01_city ¢2s_fow_10s.mp4
Scene Labels

{ | Sunny
| Shadows

100 04.35000 10.2000( 10.20000

M| ][] ] Zoom Out Time Interval

Start Time Current End Time Max Time

=

Point Tracker

ROI Selection: You can select ROIs to track before or
after entering Automation mode. To select before
automation, click one ROI, or for multiple ROIs, use
Ctrisclick

Run: Click Run to track the selected ROIs over the
interval

Review and Modify: Use playback controls to review
labels. You can modify, delete, and add new ROIs

Change Settings: If you are not satisfied with the
results, click Undo Run. Click Settings to modify
algorithm settings, and then Run again. The Point
Tracker is ideal for short intervals. If the tracker
off, consider using a different feature detector.

Accept/Cancel. When you are satisfied with results,
click Accept and return to manual labeling. Click
Cancel to return to manual labeling without saving
automation results

4\ MathWorks
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MATLAB makes Deep Learning Easy and Accessible

Learn about new MATLAB capabilities to
« Handle and label large sets of images

4\ MathWorks
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New MATLAB framework makes deep learning easy
and accessible

and
MATLAB can be used by experts for real deep
learning problems

4\ MathWorks
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Deep Learning Object Detection Frameworks in MATLAB

Detected Vehicles and Detection Scores

Deep Learning

= R-CNN Single Line of Code to Train Each Detector
= Fast R-CNN E.g.

= Faster R-CNN trainFasterRCNNObjectDetector

4\ MathWorks
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Object Detection Frameworks in MATLAB

Machine Learning
1. Cascade Object Detector
2. Aggregate Channel Features (ACF)

Same labels , train any detector.

Deep Learning

1. R-CNN

2. Fast R-CNN
3. Faster R-CNN

4\ MathWorks

35



4\ MathWorks

MATLAB makes Deep Learning Easy and Accessible

Learn about new MATLAB capabilities to

« Handle and label large sets of images

= Accelerate deep learning with GPU'’s

= Visualize and debug deep neural networks
AlexNet
- Access and use models from experts Caffe VE&G:1e

MODELS
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3D Image Processing

4\ MathWorks
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3-D Image Processing 2016 201/

Over 40 functions support 3-D volumetric image processing

iewer - Rendering Editor =

Capabilities Includes: . ;:fmm; * - BB e
* Image arithmetic wn el LB S i - 3
= Mo 1] holo gy . : e i ]
= Segmentation ‘ < |
=  Geometric transforms .
= Enhancement |
Volume Viewer App for exploration - | f
. .
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3-D Image Processing

l | Orientation Axes

| Rendering Editor

| Volume Rendering

+
Image Intensity

®_____ 00

Lighting

O
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Flexible delivery options:
= Public training available worldwide

= Onsite training with standard or
customized courses

= Web-based training with live, interactive
Instructor-led courses

= Self-paced interactive online training

Training Services

More than 30 course offerings:

= Introductory and intermediate training on MATLAB, Simulink,
Stateflow, code generation, and Polyspace products

= Specialized courses in control design, signal processing, parallel computing, code generation,
communications, financial analysis,
and other areas

Email: training@mathworks.in

4\ MathWorks
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Training Services

Image Processing with MATLAB

This two-day course provides hands-on experience with performing image analysis. Examples
and exercises demonstrate the use of appropriate MATLAB® and Image Processing

Toolbox™ functionality throughout the analysis process.

Topics include:
Importing and exporting images
Analyzing images interactively
Removing noise
Aligning images and creating a panoramic scene
Detecting edges, lines, and circles in an image
Segmenting objects based on their color and texture
Modifying objects' shape using morphological operations
Measuring shape properties
Performing batch analysis over sets of images 41
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Computer Vision with MATLAB

This one-day course provides hands-on experience with performing computer vision tasks.
Examples and exercises demonstrate the use of appropriate MATLAB® and Computer Vision

System Toolbox™ functionality

Topics include:
Importing, displaying and annotating images and videos
Detecting, extracting and matching object features
Automatically aligning images using geometric transformations
Detecting objects in images and videos
Tracking objects and estimating their motion in a video
Removing lens distortion from images
Measuring planar objects

Training Services

42
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Training Services

Accelerating and Parallelizing MATLAB Code

This two-day course covers a variety of techniques for making your MATLAB® code run faster.
If you are working with long-running simulations, you will benefit from the hands-on
demonstrations and exercises in the course
Topics include:

Improving performance within core MATLAB

Generating MEX-files

Parallelizing computations

Offloading execution

Working with clusters

GPU computing

43
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MathWorks Training

@ Guaranteed to run

Upcoming Public Trainings Dates Location

Image Processing with MATLAB May 24—-25 & Bangalore
Computer Vision with MATLAB May 26 @ Bangalore
Machine Learning with MATLAB July 10 - 11 Hyderabad
Machine Learning with MATLAB Sept 26 - 27 Pune

Email: training@mathworks.in URL: http://www.mathworks.in/services/training Phone: 080-6632-6000

44
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Accelerating the pace of engineering and science

Speaker Detalls Contact MathWorks India

Email: Elza.John@mathworks.in Products/Training Enquiry Booth
Call: 080-6632-6000

Email: info@mathworks.in

Your feedback is valued.
Please complete the feedback form provided to you.
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Thank You



