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Al adoption is hitting barriers

BlackRock shelves unexplainable Al

Not explainable like traditional models L e PP

be explained

. Card Investigated After Gender
U nex p e Cte d b 1aS Discrimination Complaints

A prominent software developer said on Twitter that the credit

card was “sexist” against women applying for credit.

Pushback against Automation 4 Barriers to Adopting Artificial

Intelligence in Healthcare



Outline

Introduction
Optimized models with AutoML
Overcoming Blackbox with Interpretability

Examples:
— Human Activity Recognition
— ECG Classification

AutoML and Interpretability in Deep Learning
Addressing other Barriers

4\ MathWorks



Al is used in many Industries

Automobile Manufacturing Communication & Energy & Finance
Operatlons

", Mm,mwhmm i
T

Tire Wear Overlay metrology Telecom customer Forecasting &
improvement ~ churn prediction Risk Analysis g
ASNML Cognizant

Detect
Oversteer

Aberdeen

Monitor Deployed smsssss Building energy Portfolio
nQ AI I Ocati O n Asset management

Compressors  AtlasCopco \1se optimization Buildi
using Digital Twin

4\ MathWorks'



&4\ MathWorks

What is Al?

mtificial Intelligence \
/Machine Learning \

Apply statistical methods

explici

A type of machine learning that uses
Neural networks with many layers

-
\ Deep Learning more
accurate than humans on

image classification

1950s 1980s 2015
I— ' 5
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Barriers to broader Adoption of Al

Top Challenges to adoption of Al and ML
(Gartner Research)

Skills of Staff 56%

EnterPrise ata Scope or Quali .
|2 ey ) ”I‘ ° “COQ :y Top barriers to successful
A s adoption of Al
@ Fear of Security or Privacy Concemns 1 LaCk OfAI Skl”S

Unknown Measuring the Value
) Risk or Liabilities 2 BlaCk-bOX nature
""""""""""""""""""""""""""" Finding Use Cases [ 26> =

Finding a 3 Data

Starting Point Defining the Strategy

Q

Finding Funding

Integration Complexity
Vendor

Strategy Confusion Over Vendor Capabilities

M

n =106

Gartner Research Circle members, excluding “unsure”

Source: Gartner Al and ML Development Strategies Survey

Q: What are the top three challenges or barriers to the adoption of Al and ML within your organization?
Rank up to three.

ID: 390794

published 19 June 2019
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Challenges in the Machine Learning Workflow

* Which Model: SVM, kNN, (boosted) Trees?
* Tune Hyperparameters

Preprocess Engineer Build & Deploy &
Data Features Optimize Model Integrate

* Features? Select performant Explain model
« Domain knowledge features behavior



Build Models interactively

4 Classification L 5

CLASSIFICATION LEARNER

w B M

Advanced

1]

=

M L4 4

Use Train Scatter Confusion ROC Curve Darallel Min Classification  ExportPlot Generate Export
Parallel Plot  Matrix Coordinates Plot  Error Plot toFigure  Function Model ¥
TRAINING pLOTS EXPORT

| Confusion Matric < |

New  Feature PCA  Misclassification Boosted
Session ™ Selection Costs Trees
FILE FEATURES OPTIONS

Data Browser

v History

1 Tree

Last change: Disabled PCA

2 . LogisticRegression

Last change: Logistic Regression
3 7 swm

Last change: Linear SVM

4 Ensemble

Last change: Bagged Trees

5 | Ensemble

Last change: Optimizable Ensemble
6 s

Last change: Fine Gaussian SVM

7 i Tree

Lastchange: Medium Tree

8 Ensemble

Last change: Removed feature TAmplitude2”

R2

w Current Model

Model 8: Trained

Results 4 Cnscation s Ve Clziction o ot

Accuracy

Total misclassification cost
Prediction speed

Training time

s
iy
Model T ot it

Preset Bagged Trees

2%
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Tringine

osel e
Prset Opimeasie Trse

8

Minimum ciassfication error
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Predictions: model 8
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Tune Hyperparameters '

L
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14 16

model2

Esimled minimun chsicaton oo
| —®—Goservec minimum cissticton srcr

Optimizaion Resuts
um mber of st 48
Sl rtrion. Masimum deviance reduction

Estmated mina dssslfcaton aror. 0026665
cored minimum clss fcaion ot 0026887

12
Heration
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Chose among many popular models

4\ Classification Learner - Confusion Matrix

CLASSIFICATION LEARNER

w | B M

22

B

FineTree MediumTree CoarseTree  AllTrees  Optimizable
ree

DISCRIMINANT ANALYSIS

BB B

Linear Quadratic All Optimizable

Discriminant Discrimina... Diseriminant

DECISIONTREES
New  Festure PCA  Misclassification
Session Selection Costs
FILE FEATURES QOFTIONS
Data Browser
w History
1 Tree
Last change: Disabled PCA
2 Logistic Regression
Last change: Lo
3 sw

Last change: Linear SVM

4 . Ensemble

Lasi change: Bagged Trees

5 . Ensemble

Last change: Optimizable Ensemble
6 £

Last change: Fing Gaussian SVM

7 Tree

Lost change: Medium Tree

8 Ensemble

Last change: Removed feature TAmplitude2’

LOGISTIC REGRESSION CLASSIFIERS

Logistic
Regression

NAIVE BAVES CLASSIFIERS

4] B 2B

Gaussian  Kernel Naive  All Naive  Optimizable
Maive Bayes  Bayes Bayes  Naive Bayes

SUPPORT VECTOR MACHINES

Linear VM Quadratic  Cubic SVM Fine Medium
VM

Gaussian.. Gaussian .

AlSVMs  Optimizable
VM

 Current Model

NEAREST NEIGHBOR CLASSIFIERS

Model 8: Trained

Results

Accuracy 100.0%

Total misclassification cost 5

Prediction speed ~56000 obsisec

Fine KNN  Medium KNN Coarse KNN  Cosine KNN  Cubic KN

%

AllKNNs  Optimizable
KN

Coarse
Gaussian ..

Weighted
[

Training time 9.3302 5
ENSEMBLE CLASSIFIERS
Model Type
Preset Bagged Trees
Enaarnliemetad Hag Boosted | Bagged | Subspace  Subspace  RUSBoosted Al
Leamerhpeiieasiontee:. ., ., Trees Tre Discriminant  KNN Trees  Ensembles
Confusion Matrix ROC Curve
Pt ma
[ P — = Pellnston
aerma 8
valuate Models
Fame Hagave Rt o} Prisane o
-~ 3 .
e LR [ using

Preceied cam

Confusion Matrix
and ROC curve

8
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Example: Classify Heart Condition from ECG data

Normal
ECG Data p—— Classifier
Abnormal
How ECG is characterized:
R R-R Interval R
QS

Dataset was curated for 2017 PhysioNet challenge: "normal" ECG data was obtained from the

MIT-BIH Normal Sinus Rhythm database available at https://physionet.org/content/nsrdb/1.0.0/, and
“abnormal” from MIT-BIH Arrythmia database at https://www.physionet.org/content/mitdb/1.0.0/
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What is AutoML?

* Which Model: SVM, kNN, (boosted) Trees?
* Tune Hyperparameters

Preprocess Engineer Build & Deploy &
Data Features Optimize Model Integrate

Features? Select performant
omain knowledge features behavior

10
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AutoML for Engineering @ (odel selection with )

Hyperparameter Optimization

Applications Decision Tree?
B |, SVM?
| <1 KNN?
I | Ensemble?
Preprocess Engineer Buil*& Deploy &
Data Features Optimize Model Integrate
Wavelet .,'. ' ., || Feature
Scattering sl | | 11 | Selection
" L]

1"
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Feature Generation with Wavelet Scattering

3 (Raw) Signal
What are Wavelets?

Decompose signal into “wavelets”
Wavelet

Wavelet Scattering Framework [Bruna and Mallat 2013]
— Reduces data dimensionality and provides compact features
— For Signal and Image data
— Great starting point if you don’t have a lot of data

v
e X
2, o
X
X
1

Wavelet a

Scattering Q

Signal

Min. Signal
Length

Framework

2



Many Feature Selection methods are available.

NCA

MRMR
2019

ReliefF

Sequentialfs

F Test
2020

Chi Squared
2020

Continuous

Continuous
Categorical
Mix of both

Continuous
Categorical

Continuous
Categorical

Continuous
Categorical
Mix of both

Continuous
Categorical
Mix of both

Classification
Regression

Classification

Classification
Regression

Classification

Regression

Regression

Classification

Medium

Fast

Medium

Very Slow

Very Fast

Very Fast

KNN
SVM
(can use for others)

Model Independent

KNN

SVM

(can still use for
others)

Model Independent
(define custom loss
function)

Model Independent

Model Independent

Strong

Strong

Moderate

Strong

Weak

Weak

4\ MathWorks

Needs manual tuning of
regularization lambda

(doc page)

Unable to differentiate
correlated predictors

Doesn’t rank all
features

Unable to differentiate
correlated predictors

Unable to differentiate
correlated predictors
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Simultaneous Optimization of Model and Hyperparameters

Min objective vs. Number of function evaluations

10.25
; 10.2
] ] 10.15 .GZJ
: \ I3]
: - @
: T}
i o
1014 £
" =
Min observed error
~—— Eslimated min error
Naive Bayes S Camvent enor 10.05
KNN ﬁ;&
SVM
Ensemble
Tree 'l 1 L L '} 'l L 'l ] D

0 1 2 3 4 O 6 i 8 9 10 1
Function evaluations
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AutoML matches Manual Optimization in performance.

Human Activity Recognition
Accelerometer from mobile
7K observations

66 manual features A ;m
Classifier E
—
Results:

Heart Sound Classification
Phonograms
10K observations
27 manual features

Normal

Heart Sound >
Recording ——  Classifier <
Abnormal

Manual 95% 98%
AutoML 98% 97%

4\ MathWorks
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Interpretability and Explainability

? @ NN (e.g. Deep Learning)

SVM
= Boost and Ensemble

Random Forest
@ K-NN

Decision Tree
Logistic Regression @

Predictive Power

Linear Regression
>

Interpretability

Use Cases
1. Overcome black-box model

2. Regulatory requirements

3. Debug models

Interpretability: causality of (mostly machine learning) model decisions
Explainable Al: visualize activations in various layers (deep learning)

4\ MathWorks
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Where is Interpretability most needed?

Why Interpretability Credit / Market risk models Safety certification
Traditional models explainable

Popular complex Gradient-boosted trees Deep neural networks
models Random forests

Neural networks Reinforcement learning
Popular Shapley values Network visualizations

Interpretability

& EUROCAE WG-114
258  “Artificial Intelligence”

EUROCAE

% SAE G-34 “Artificial
Intelligence in Aviation”

INTERNATIONAL..

4\ MathWorks
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Which Interpretability method?

Feature

Apply “global” Importance
/ interpretability
explanation?

Linear models /
GAM: weights
\ Use “inherent” Decision tree:
Explanations branches

Explain “local”
Behavior?

Explainable models
accurate enough?

Bayesian:
posteriors

18



Which Interpretability methods are available?

il Transparent @&
Models

Interpretability §
Methods

=

Linear Models

Decision Tree

Generalized
Additive

4\ MathWorks
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LIME = Local Interpretable Model-Agnostic Explanations

Approximate complex model near
Point of Interest with simple model

“Explain” using weights
of simple model

Custincome=21000 |

CustAge=45 [

20
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Deep Learning Explainability: “why” behind deep net’s decisions

Three techniques:

Occlusion Sensitivity

Coffee mug Al classifies incorrectly as GradCAM

Buckle (15%) ¥ “buckle” due to the watch image LIME

21
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AutoML in Deep Learning

Neural Net Hyperparameters Neural Architecture Search

4\ Experiment Manager = O x

EXPERIMENT MANAGER

yoms v| = | + Identify “optimal” neural net
o = 3 Wb

New Layout Use Run
o2 Duplicate - Parallel
FILE VIRONMENT  PARALLEL RUN a

o sr— » Computationally extremely challenging

Description

« [=] CIFARBayesianOptimizationProject

& BayesOptExperiment

Find optimal hyperparameters and training options for convelutional neural network . .
twork section depth, initial learning .
e e e a1  Currently: exploring variants of
established networks

Hyperparameters

Strategy: |Bayesian Optimization -

Name Range Type Transform
SectionDepth 3 integer none
InitialLearnRate [1e-21] real log
Momentum [0.8 0.98] real none
L2Regularization [1e-10 1e-2] real log

|qp Add

Bayesian Optimization Options

Name Value

Maximum time (in seconds) Inf
Maximum number of trials 30

22
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Addressing other Challenges

Preprocess with Live Tasks

E{ Task =
|

DATA PREPROCESSING
A | = = rm B | o~ =n
Y w ) & & @Y
Clean Missing Clean Outlier Find Change Find Local oin Tables of ata
Data Data Points Extrema

Integrate in Complex Systems

> =
X
@—P b3 xout f— |4
- P ut . -
X Signal — e
=] 2 1 X - e Label |-
,—b y ‘ yout > j > ‘ea ures b / abel
calibrate fon e

Y Signal S il v —Pud

Feature Extraction ClassificationSVM Predict

Data Calibration

=]
>

N

w

@

o

4
" [
11}

Reduce Labeling Effort

Update deployed models

Preprocess
Data

Engineer Update
Features Model

New
Features

New
Responses

Deploy &
Integrate

Production
Data

23
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Updating deployed models R2019b

SVM
Linear Models
Decision Trees

11111 f = :.““:\

. . m=a
TTT Ty \ Embedded Systems ) Updated Parameters
1. OTA Updates

I 1 2. SIL/HIL Verification
=] -~
3G
-7 & Updated Model
o Retrain or
Initial Model Additional Data HEEE) Retrain o

Batch Training
Data

24
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Learn more: Tools that facilitate Adoption of Machine Learning

Videos: Classification Learner

Mset Trng

=3

AutoML in MATLAB

Applying Model Interpretability

AutoML in MATLAB

- fitcauto/fitrauto -
e Decision Tree?
per- == svme? 1 NP
parameter KNN?
Optimization Ensemble?
- [ {

Free 2hr

Machine
Learning
Onramp

Extract Train Deploy & ]
Features Model Integrate

Demo: Apply AutoML to Human Activity

Demo: Machine Learning for ECG

(Blog)

Min objective vs. Number of function evaluations

Classification (with Interpretability)

0.11
104 [a ] oows  oosr|  oowe| taser  ora| 1 ox
——— Min abserved objective
Estimated min objective| | 909
| 0.08
|
| 10,07
|
-0.06
10.05
10.04
10.03
: g : 3 0.02
30 3 40 45 50
luations
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How MATLAB lowers barriers to adopting Machine Learning

&4\ MathWorks

Build models interactively & AutoML

« Empower Engineers & Domain experts with limited expertise
* Make experienced practitioners more productive

Code Generation for Embedded Deployment

 Fixed point for popular Classification and Regression models
* Quantization and C / CUDA code generation for deep learning

mmm INtegration with Simulink

* Native blocks for Machine Learning facilitate Model-Based Design
» Deep Learning blocks for prediction and image classification

26



Learn more: Deep Learning with MATLAB

Video: Get Started with Deep Learning Example: Understand Network
in MATLAB Predictions using (image) LIME
Image LIME (golden retriever) 5 10

®18:23

Example: Tuning Hyperparameters
in Experiment Manager

4\ MathWorks

Example: Grad-CAM and
Occlusion Sensitivity

Grad-CAM

mathworks.com/solutions/deep-learning.html
mathworks.com/solutions/machine-learning.htmi

27



